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Research using random forest hyperparameter optimization in the case 
of acute coronary syndrome allows us to obtain a more optimal 
prediction model, but we can find a gap assumption where the learning 
carried out by the model still shows symptoms of over-fitting, 
characterized by a fairly large gap between the training and cross-
training processes. validation in the model evaluation process. The 
research that will be carried out will provide a more optimal prediction 
model and will not produce symptoms of overfitting of the model using 
optimization techniques for the hyperparameters in the random forest 
algorithm. After carrying out various scenarios and testing accuracy, 
precision scores and various combinations of hyperparameters in the 
random forest algorithm, it was concluded that the model with the 
best optimization had a split ratio of 90:10 with an accuracy level of 
84.44%, a precision score of 85, 29% and an MSE score of 0.1556 with 
the results of a combination of random forest optimization 
hyperparameters using gridCV. The optimization model using random 
grid cross validation that was built succeeded in reducing the level of 
over-fitting in the data, decreasing the MSE (mean squared error) from 
0.17 and 0.24 to 0.15 for each model 
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1. Introduction 
 

Heart	disease	is	currently	one	of	the	highest	causes	of	death	in	the	world.	Each	year	shows	

that	 17.1	 million	 people	 (29.1%	 of	 the	 total	 number	 of	 deaths)	 are	 caused	 by	 Coronary	

Syndrome	Acute	[1].	Indonesia	is	the	country	ranked	first	for	heart	cases	with	a	percentage	of	

35%	 of	 the	 total	 heart	 cases	 in	 Southeast	 Asia	 [2].	 Basic	 Health	 Research	 states	 that	 the	

national	 prevalence	 is	 7.2%	 for	 heart	 disease	 and	 8.7%	 for	 ischemic	 heart	 disease.	 Heart	

disease	is	also	something	that	is	receiving	serious	attention	from	the	Indonesian	Government,	

Minister	 of	 Health	 Nila	 F.	 Moeloek	 also	 touched	 on	 the	 issue	 of	 BPJS	 health	 funds	which	

experienced	a	deficit	for	heart	cases	reaching	Rp.	9.7	trillion	(increased	previously	from	IDR	

9.5	trillion)	which	in	this	context	consumes	up	to	30%	of	the	health	budget.	The	Social	Security	

Administering	Agency	or	BPJS	Health	noted	that	during	2018	it	had	spent	IDR	79.2	trillion	to	

pay	claims	for	84	million	cases	of	illness	of	Indonesian	citizens.	The	largest	payment	was	given	

for	claims	for	heart	disease	cases,	namely	IDR	9.3	trillion.	BPJS	Health	Actuary	Ocke	Kurniandi	

explained	that	catastrophic	illnesses	or	diseases	requiring	special	treatment	and	high	costs	

are	the	ones	that	burden	the	BPJS	Health	budget	the	most.	For	information	at	the	household	

level,	 diseases	 identified	 as	 catastrophic	 diseases	 include	 cirrhosis	 hepatis,	 kidney	 failure,	

heart	disease,	cancer,	stroke	and	blood	diseases	[2].	

Research	 using	 random	 forest	 hyperparameter	 optimization	 in	 cases	 of	 acute	 coronary	

syndrome	 allows	 us	 to	 obtain	 a	 more	 optimal	 prediction	 model	 compared	 to	 not	 using	

optimization	at	all.	The	research	 that	will	be	carried	out	 is	 to	continue	a	research	entitled	

modeling	using	the	random	forest	algorithm	in	cases	of	acute	coronary	syndrome	[3]	which	

resulted	in	the	conclusion	that	using	the	default	random	forest	algorithm	in	this	case	produced	

the	best	model	with	a	data	split	ratio	of	70%	(70:30)	stratified	sampling	with	an	accuracy	level	

of	83.45%,	precision	85%	and	recall	92.4%.	However,	in	this	research,	a	gap	assumption	was	

still	found	where	the	learning	carried	out	by	the	model	still	showed	symptoms	of	over-fitting,	

characterized	by	a	fairly	large	gap	between	the	training	and	cross-validation	processes	in	the	

model	evaluation	process,	in	accordance	with	the	conclusions	given	by	the	author.	[3].	With	

the	advice	given	by	the	author	in	previous	research,	namely	by	using	optimization	techniques	

on	the	hyperparameters	in	the	random	forest	algorithm,	it	is	hoped	that	the	research	that	will	

be	carried	out	will	provide	a	more	optimal	prediction	model	and	not	produce	symptoms	of	

overfitting	from	the	model.	The	resulting	model	is	assessed	using	various	statistical	metric	

tables	for	classification	cases	so	that	the	overall	performance	of	the	resulting	model	can	be	

seen.	 This	 research	 is	 also	 expected	 to	 provide	 an	 understanding	 of	 the	 optimization	

techniques	that	will	be	carried	out	in	optimizing	the	hyperparameters	of	the	random	forest	
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algorithm,	and	by	using	data	science	methodology,	this	research	is	also	expected	to	provide	a	

fairly	clear	picture	regarding	the	patterns	resulting	from	modeling	acute	coronary	syndrome	

cases.	 so	 that	 both	 individuals	 and	 society	 can	 understand	 the	 cases	 being	 studied	 using	

various	statistical	images.	

2. Research Method 

The	following	is	the	methodology	used	in	this	research:		
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Fig.		1.	Research	Methodology	

	

Based	 on	 the	 image	 above,	what	will	 be	 used	will	 be	 explained	 one	 by	 one	 regarding	 the	

methodological	design,	namely:	

A.	 Original	Dataset	

This	 stage	 is	 the	 stage	 of	 describing	 the	 dataset	 that	 has	 been	 used	 in	 previous	 research,	

namely	acute	coronary	syndrome	data	taken	from	medical	record	sheets	from	IDI	Medan	City	

and	 the	 RSUD	 (Regional	 General	 Hospital)	 Arifin	 Achmad	 Pekanbaru.	 This	 dataset	 has	 13	

parameters	that	represent	cases	of	acute	coronary	syndrome	laboratory-wise	and	totals	444	

pieces	of	data	in	the	form	of	structural	tables.	

B.	 Preprocessing	

In	this	process,	we	will	search	the	data	for	statistical	values	and	clean	the	data	from	various	

ambiguities,	missing	values,	duplicate	values,	transform	categorical	data	into	dummies	data	
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[8],	 in	 this	 process	we	will	 also	 split	 the	 data	with	 a	 ratio	 of	 70:30,	 80:20,	 90	 :10	with	 a	

statistical	separation	technique,	namely	stratified	sampling.	

C.	 Random	Forest	Classification	

At	this	stage,	default	modeling	will	be	carried	out	first	on	the	data	which	has	been	separated	

into	 training	 data	 and	 testing	 data	 using	 the	 random	 forest	 algorithm.	 The	 random	 forest	

process	 itself	has	a	forest	 formation	stage	with	a	number	of	classification	trees	that	can	be	

determined	 where	 each	 decision	 tree	 formed	 is	 obtained	 from	 data	 formation	 using	 the	

random	bootstrap	method	with	random	and	random	attribute	candidates	[9].	The	bootstrap	

of	 the	data	 is	 formed	by	dividing	 the	sample	by	 two-thirds	of	 the	 length	of	 the	data	and	 is	

formed	according	to	the	length	of	the	data	used,	where	data	that	is	not	included	in	the	random	

bootstrap	is	used	to	calculate	the	amount	of	error	in	each	tree	that	has	been	built	[10].	The	

following	is	a	flowchart	and	procedure	for	the	random	forest	algorithm.	

	
Fig.		2.	Random	Forest	Flowchart	
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D.	 The	Candidate	of	Hyperparameter	Tuning	Random	Forest	

The	 random	 forest	 algorithm	has	 several	 hyperparameters	 that	 can	be	 adjusted	manually,	

where	by	adjusting	the	existing	hyperparameters	it	will	help	to	control	model	performance	in	

terms	of	bias	and	variance,	where	the	random	forest	algorithm	itself	should	have	low	bias	and	

high	variance	[11].	The	candidate	hyperparameters	that	can	be	used	for	optimization	are	as	

follows:	

•	 Max_depth:	is	a	hyperparameter	that	works	to	grow	trees	from	the	depth	of	the	tree.	If	not	

controlled,	the	tree	grows	to	the	deepest	depths.	

•	 Min_sample_split:	is	a	hyperparameter	that	determines	the	minimum	number	of	samples	

required	to	divide	internal	nodes.	Default	value	=	2.	

•	 N_estimator:	is	a	hyperparameter	that	determines	the	number	of	trees	formed.	

•	 Max_feature:	is	a	hyperparameter	that	determines	the	maximum	number	of	features	used	

for	 the	 node	 splitting	 process.	 Type:	 sqrt,	 log2.	 If	 total	 features	 are	 n_features	 then:	

sqrt(n_features)	or	log2(n_features)	can	be	selected	as	max	features	for	node	splitting.	

E.	 Grid	Search	Tuning	

Machine	 learning	 models	 have	 many	 hyperparameters	 to	 set	 and	 by	 tweaking	 these	

hyperparameters	 [12],	 the	 performance	 of	 the	 model	 can	 be	 improved.	 Hyperparameter	

tuning	 is	 the	 best	method	 to	 perform	 various	 combinations	 of	 hyperparameters	 to	 assess	

classifier	 performance	 [13].	 At	 this	 stage,	 after	 the	 default	model	 of	 the	 random	 forest	 is	

formed,	the	optimization	process	using	the	grid	search	tuning	technique	will	be	implemented	

by	combining	various	hyperparameters	available	by	the	random	forest	algorithm	so	that	it	can	

be	seen	which	value	of	the	parameter	combination	has	better	performance	compared	to	the	

model	without	optimization	[14].	The	following	is	a	flowchart	of	grid	search	tuning:	

	
Fig.		3.	Grid	Search	Tuning	Flowchart	
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F.	 Model	Evaluation	

At	 this	 stage,	 testing	will	 be	 carried	 out	 on	 the	model	 that	 has	 been	 built	 by	 providing	 a	

comparison	 between	 the	 default	 random	 forest	model	 from	previous	 research	 in	 order	 to	

determine	the	level	of	success	and	performance	of	the	random	forest	algorithm	in	building	a	

model	 with	 optimization	 using	 the	 CV	 grid	 search	 technique	 for	 cases	 of	 acute	 coronary	

syndrome	[6].	The	comparison	table	will	use	statistical	metrics	to	assess	a	classification	case	

with	the	following	details:	

•	 Accuracy	testing,	is	a	testing	method	used	to	calculate	the	level	of	accuracy	with	a	confusion	

matrix	 table	 which	 is	 depicted	 in	 a	 table	 that	 states	 the	 number	 of	 correct	 test	 data	 and	

incorrectly	classified	test	data	[15].	

•	 Precision	and	recall	testing	is	a	testing	technique	used	to	calculate	performance	using	the	

confusion	matrix	table	of	the	algorithm	used	in	a	case	[16].	Precision	is	used	to	calculate	the	

true	positive	ratio	compared	to	the	overall	predicted	positive	results.	Meanwhile,	recall	is	the	

ratio	of	true	positive	predictions	compared	to	the	total	true	positive	data	(True	positive	ratio)	

[17].	

	

3. Result and Discussion 

The	implementation	in	this	research	includes:	modeling	built	using	the	Python	programming	

language,	this modeling	does	not	use	a	database,	but	rather	accesses	it	data	file	in	CSV	form	on	

the	 computer's	 operating	 system.	 Dataset	models	 for	 comparison	 are	 80:20	 (80%),	 70:30	

(70%),	90:10	(90%).	The	stages	that	will	be	carried	out	will	be	explained	as	follows.	

	

A. Random	Forest	Classification	Baseline	Model	

At	 this	 stage,	 initiate	 a	 random	 forest	 model	 as	 a	 baseline	 model	 before	 we	 carry	 out	

optimization	 techniques	with	grid	 search	 tuning.	We	will	determine	 the	parameters	of	 the	

number	of	trees	(n_estimator)	that	will	be	built	and	the	depth	level.	In	this	research,	a	baseline	

model	was	built	with	a	depth	of	4	and	100	trees	were	built	and	the	model	will	train	on	training	

data	at	a	ratio	of	70:30,	80:20,	and	90:10.	

	

B. Sample	Tree	in	Forest	Visualization	

The	next	stage	will	display	one	tree	sample	from	a	ratio	of	80:20	from	the	many	trees	in	the	

forest.		
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Fig.		1.	Sample	Tree	in	Baseline	Forest	

C. Random	Forest	Baseline	Evaluation	

At	this	stage,	we	will	explain	 the	evaluation	of	 the	baseline	model	produced	by	the	default	

random	 forest	with	metric	 statistical	evaluation	 for	 classification	 (Accuracy,	Precision,	and	

Recall)	 at	 each	 split	 ratio	 that	has	been	carried	out	 so	 that	 the	overall	performance	of	 the	

random	 forest	 baseline	 can	 be	 compared	 with	 the	 metrics.	 evaluation	 when	 carrying	 out	

gridsearch	tuning	at	the	next	stage.	The	following	is	an	evaluation	table	produced	from	the	

baseline	random	forest	model:	

Table	1	Random	Forest	Baseline	Clasifier	Evaluation	
Ratio Split 

Baseline 
Model 

Evaluation 

Accuracy Precision Recall MSE 

Ratio 70:30 
82, 70 %	
 

84, 1 %	
	

92, 4 %	
	

0.1729	
	

Ratio 80:20 82, 02 %	
 

80, 8 %	
	

96, 7 %	
	

0.1797	
	

Ratio 90:10 75, 55 %	
 

83, 3 %	
	

96, 8 %	
	

0.2444	
	

D. K-FOLD CROSS VALIDATION BASELINE EVALUATION 

At	this	stage,	we	will	explain	the	baseline	model	evaluation	using	basic	k-fold	cross	validation	
testing	of	7	folds	to	see	overall	how	the	model	works	from	the	data	used	for	each	split	ratio	as	
follows:	

Table	2	Random	Forest	Baseline	Clasifier	Evaluation	
Ratio Split Baseline 

Model Fold Accuracy	

Ratio 70:30 

7 fold 84,	9	%	

10 fold 87,	2%	

11 fold 85,	4%	

Ratio 80:20 

7 fold 84,	9	%	

10 fold 85,	6%	

11 fold 85,	6%	

Ratio 90:10 
7 fold 84,	9	%	

10 fold 85,	6	%	
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11 fold 85,	6%	

	

After	we	know	the	baseline	cross-validation	we	will	see	how	the	baseline	model	works	on	the	

data	used	by	looking	at	the	validation	curve	and	learning	curve	for	each	as	follows:	

	

Fig.		2.	Validation	Curve	for	Ratio	70:30	

	

Fig.		3.	Learning	Curve	for	Ratio	70:30	
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Fig.		4.	Validation	Curve	for	Ratio	80:20	

	

Fig.		5.	Learning	Curve	for	Ratio	80:20	

	

Fig.		6.	Validation	Curve	for	Ratio	90:10	
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Fig.		7.	Learning	Curve	for	Ratio	90:10	

From	the	three	curves	above,	in	the	baseline	model,	each	ratio	still	shows	symptoms	of	over-

fitting	to	data	at	a	deeper	tree	level	as	shown	by	the	validation	curve	at	ratios	70:30	and	80:20	

which	tends	to	decrease	and	is	marked	by	the	MSE	(mean)	value.	squared	error)	which	still	

tends	to	be	high	in	the	range	of	0.17	at	a	ratio	of	70:30	and	80:20	and	0.24	at	a	ratio	of	90:10,	

therefore	it	is	necessary	to	carry	out	optimization	to	reduce	the	level	of	this	tendency.	

Grid	Search	Hyperparameter	Tuning	

At	 this	stage,	we	will	explain	 the	evaluation	of	 the	baseline	model	produced	by	the	default	

random	forest.	In	the	first	stage	of	Grid	Search	Tuning	Hyperparameters,	we	will	initiate	range	

values	and	parameters.	We	also	need	to	declare	the	candidates	for	the	tuning	that	we	will	carry	

out	so	 that	we	can	 later	compare	which	candidates	produce	higher	performance	and	what	

parameters	and	hyperparameters	were	selected	from	these	candidates.	

Each	 of	 the	 parameters	 and	 hyperparameters	 at	 input	 ratios	 of	 70%,	 80%,	 90%	 above	 is	

trained	using	7-fold	training	data	and	cross-validation	and	each	parameter	is	looped	12	times	

to	 get	 maximum	 results	 so	 as	 to	 find	 performance	 based	 on	 the	 best	 accuracy	 and	

hyperparameters.	

So	it	can	be	concluded	that	the	random	forest	hyperparameter	tuning	technique	has	succeeded	

in	improving	performance	compared	to	using	the	usual	random	forest	algorithm,	which	can	

be	explained	in	the	following	table:	

Table	3	Random	Forest	vs	Grid	SearchCV	Random	Forest	Accuracy	Result	

Baseline Random 
Forest 

Rasio 70 Rasio 80 Rasio 90 
82,7 % 82, 02 % 75, 56% 



	
	
	

	
	

620	

	

	

	

Fig.		8.	Random	Forest	vs	Grid	SearchCV	Random	Forest	Accuracy	Result	Diagram	

Table	4	Random	Forest	vs	Grid	SearchCV	Random	Forest	Precission	Result	

Baseline Random 
Forest 

Rasio 70 Rasio 80 Rasio 90 
84,15 % 80, 82 % 77, 78% 

Proposed Method 
(Random Forest 
+ Grid Search Hyper 
Parameter Tuning) 

85, 85% 85, 07% 85, 29% 

	

	
Fig.		9.	Random	Forest	vs	Grid	SearchCV	Random	Forest	Precission	Result	Diagram	

Proposed Method 
(Random Forest 

+ Grid Search Hyper 

Parameter Tuning) 

84, 2% 84, 26% 84, 44% 
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Table	5	Random	Forest	vs	Grid	SearchCV	Random	Forest	MSE	Result	

	 	
	

	

Fig.		10.	Random	Forest	vs	Grid	SearchCV	Random	Forest	MSE	Result	Diagram	

4. Conclusion 

	

Based	on	the	stages	that	have	been	carried	out	in	this	research,	conclusions	can	be	drawn,	

namely:	

•	 Hyperparameter	optimization	for	random	forest	algorithm	modeling	using	the	random	

grid	 cross	 validation	 technique	 in	 the	 case	 of	 acute	 coronary	 syndrome	 has	 been	

successfully	developed	in	accordance	with	the	analysis	and	design	that	has	been	carried	

out.	

•	 After	carrying	out	various	scenarios	and	testing	accuracy,	precision	scores	and	various	

combinations	of	hyperparameters	in	the	random	forest	algorithm,	it	was	concluded	that	

the	model	with	the	best	optimization	had	a	split	ratio	of	90:10	with	an	accuracy	level	of	

84.44%,	a	precision	score	of	85	.29%	and	an	MSE	score	of	0.1556	with	the	results	of	a	

combination	 of	 random	 forest	 optimization	 hyperparameters	 using	 gridCV	 being	

{'max_features':	'log2',	'n_estimators':	200}.	

Baseline Random 
Forest 

Rasio 70 Rasio 80 Rasio 90 
0,1729 0,1797 0,2444 

Proposed Method 
(Random   Forest 
+ Grid Search 

Hyper Parameter 

Tuning) 

0,1578 0,1573 0,1556 
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•	 In	this	study,	the	optimization	model	using	random	grid	cross	validation	succeeded	in	

reducing	the	level	of	over-fitting	in	the	data,	decreasing	the	MSE	(mean	squared	error)	

from	0.17	and	0.24	to	0.15	for	each	model	
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